
International Journal on Information Technologies & Security, № 1 (vol. 14), 2022 61 

CONVOLUTIONAL AND LONG SHORT-TERM 
MEMORY NEURAL NETWORKS BASED MODELS FOR 

REMAINING USEFUL LIFE PREDICTION 

Katerina M. Gritsyuk*, Vera I. Gritsyuk  

1 National Technical University "Kharkiv Polytechnic Institute“, Kharkiv 
2 Kharkiv Institute of State University of Telecommunications, Kharkiv 

Ukraine  

* Corresponding Author, e-mail: prichkoel12@gmail.com 

Abstract: The development of industry leads to the growth of the 
complexity of equipment used in enterprises. Corrective and preventive 
maintenance are replaced by predictive maintenance. Predicting the 
remaining useful life of equipment with high accuracy allows carry out 
repairs or replacement of equipment in terms maximally near to its 
failures. It will allow increase the reliability and safety of systems, and 
reduce maintenance costs. In Industry 4.0 conception the most preferable 
are approaches based on processing of large amounts of data using 
machine learning methods. In this study it is proposed deep learning 
models based on convolutional and long short-term memory neural 
network which allow to improve prediction accuracy. The high efficiency 
of proposed models is demonstrated by comparison with other models 
used in predicting of remaining useful life of aero engines. 

Key words: predictive maintenance, remaining useful life, aero engine, 
convolutional neural network, long short-term memory network. 

1. INTRODUCTION 

Maintenance of equipment and prognostics are important in many industry 
areas, for example: manufacturing, automotive, aerospace, heavy industry and 
others. When the traditional corrective maintenance and scheduled preventive 
maintenance [1] can satisfy the need for efficiency and reliability less and less, 
intelligent prognostic and health management (PHM) technologies are becoming 
desirable for industry application [2]. The purposes of PHM are increasing of the 
operational availability, improvement of system reliability and safety, decreasing 
of maintenance costs when it is monitoring the facility conditions. The classical 
system of preventive maintenance of the equipment of the enterprise loses its 
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effectiveness and does not answer modern requirements. The role of methods for 
predicting the technical condition and remaining useful life (RUL) of equipment is 
increasing. This strategy is called predictive maintenance (PdM). Decisions made 
on the basis of reliable predictions of RUL ensure compliance of a balance between 
the cost of repairs and the value of the potential damage and risks from equipment 
failure. Recently, when introducing the Industry 4.0 concept for building prediction 
models for PdM the most promising approaches are based on processing large 
amounts of multidimensional sensor data and using machine learning methods. 

RUL can be predicted based on history data. That is important for 
enhancement maintenance schedules to avoid failures and reduce the resulting 
costs [3]. This study proposes novel deep learning models for RUL estimation of 
aero-engine.  

RUL prediction contributes to system health management, it can improve the 
development of the degradation warning systems and failure detection with high 
accuracy. RUL prediction is a problem because there are uncertainties arising 
during this process.  The governments of many countries support the development 
of the RUL prediction process. The understanding of RUL prediction becomes 
better in the last years because the technologies are improved.  

The purpose of this study: researching of different methods for prediction RUL 
of turbofan engine; choice data set for experiments, executing data preprocessing; 
building hybrid deep learning models based on convolutional neural network 
(CNN) and long short-term memory (LSTM) network; with the help of metrics 
RMSE, MAE, Score evaluate models; choice the model which can better predict 
RUL of turbofan engine. Technologies, methods of deep learning help predict RUL 
of equipment, its failures time with greate accuracy, reduce downtime of 
equipment. This allows reduce losses in systems using machines, increase safety of 
them. 

2. BASIC METHODS AND MODELS 

The existing methods for PdM are subdivided into three main groups: data-
driven approaches, model-based approaches and hybrid approaches. Model-based 
methods are more accurate if the system degradation is modeled exactly [4], they 
require general prior knowledge about physical systems. Model-based methods use 
mathematical models to describe the physical behavior and degradation processes 
of equipment, while the parameter values are changed based on the collected data 
[5].  They are usually unavailable in practice. Popular model-based methods 
include particle filter, Weibull distribution, Eyring model, the Markov process 
model, the Wiener process model, the Gaussian mixture model, etc. The main 
disadvantage of the model-based methods is the need for regular structural and 
parametric optimization of models due to the dynamically changing of environment 
[6]. Сomplex systems require significant costs for the creation and configuration of 
the model-based methods, including the involvement of experts [7].  
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The data-driven methods can model the degradation characteristics based on 
historical sensor data. The main correlations in the data of sensor can be 
discovered, and the information about the RUL can be obtained. Methods based on 
the use of data have been proposed and are currently being actively developed. 
Data-driven methods have the properties of universality, because they are 
abstracted from the physical nature of objects, they do not require knowledge of 
internal structure of objects and functional connections between elements [8]. 
Data-driven methods can be built on the basis of classical machine learning 
algorithms such as support vector machines, random forest, decision trees, gradient 
boosting, k-nearest neighbors, etc. But application of these methods is criticized 
when solving the forecasting tasks, because the methods give poor results when 
processing large complex multidimensional sensors data. In addition, these classic 
machine learning models are usually based on a feature engineering process 
(feature engineering). The most perspective is the use of artificial neural networks 
for PdM [9]. When it is processing large amounts of data, a neural network execute 
feature extraction much better than human.  

Data-driven and model-based methods show advantages in the different tasks. 
However actual fault data are difficult to get because it takes a lot of time and it is 
expensive. The commercial modular aero-propulsion system simulation (C-
MAPSS) data set provided by Nasa was proposed for estimation of RUL of aero-
engines in [10]. Turbofan engine is the complex and precise thermal equipment, it 
is the basis of the aircraft. About 60% of the aircraft faults are connected with the 
turbofan engine [11]. The RUL prediction of the turbofan engine is foundation for 
PdM. Thanks to the quick development of machine learning, the efficiency of 
turbofan engines has been greatly increased. 

Operation process of turbofan engine cannot be detached from the detailed 
influence of internal factors - physical and electrical characteristics and external 
factors - temperature and humidity [12]. The data obtained by the operation process 
of turbofan engine have the characteristics of nonlinearity, time-varying, large 
scale and high dimension, which lead to failures in correct feature extraction.  

Many models developed to estimate the RUL of turbofan engines. Two 
approaches for the solution of this problem – model-based and data-driven 
approaches to predict RUL of aircraft engines, are used in [13]. The authors used 
non-linear and linear prediction models. The general statement and algorithm to 
solve this problem are provided.  In every project data of sensors is used, when the 
technology of sensors developed. In [14] it was proposed semi-supervised learning 
models for RUL estimation to reach high RUL prediction accuracy. In [15] authors 
proposed auto-regressive integrated moving average (ARIMA) model and SVM 
algorithms to estimate RUL of turbofan engines.  

Well known CNN based approaches are widely applicable and give good 
results in RUL prediction. Feature extraction capacity of CNN is big. They can 
extract local features, working up the data with multiple working conditions and 
faults [16]. The one-dimensional CNN can be used to the time series analysis of 
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data generated by sensors. In [17] authors proposed a RUL prediction method, 
which model was based on the architecture of dual CNN. The first CNN model 
defines the failure point, with the help of the second CNN model the RUL 
prediction was executed. The feature extraction is not need in this method. The 
vibration signals have been received, useful information have been preserved. The 
results of prediction and evaluation of model demonstrated the effectiveness of this 
method. In [18] authors used several deep learning models to classify the 
degradation stages. In this way it was predicted the RUL of components.  In [19] 
authors proposed a new data-driven method which used deep convolutional neural 
networks (DCNN) for prediction, time windows was used and experiments were 
executed on the C-MAPSS dataset.  

LSTM is a kind of recurrent neural network (RNN), which solve the problems 
of gradient disappearance and gradient explosion in RNN. LSTM cell have the 
structure of three gates. This is permit to take a long range of dependence, work 
time series data. The prediction of RUL of turbofan engine needs to work the time 
series data and LSTM receives the necessary features from the time series data 
which were generated by the turbofan engine. In [20] authors used a method which 
was based on LSTM network. That method watched the system degradation 
process and helped to predict the RUL.  

The new prediction models - hybrid models, which combines two or more 
neural network models, were been proposed. In [21] authors proposed a hybrid 
model that arranges the advantages of the auto-encoder and the bidirectional LSTM 
(BLSTM) neural network. The auto-encoder was used as a tool for feature 
extraction, and the BLSTM fixes the characteristics of the bidirectional 
dependences in data. This method was applied on the C-MAPSS data set to test the 
accuracy and effectiveness.  

3. NETWORK STRUCTURES PROPOSED IN STUDY 

In this study we proposed some combinations of CNN and LSTM networks for 
RUL prediction.  

CNN is a special architecture of artificial neural networks. It is the best tool for 
image and video processing. They have a high capacity of extracting information 
from data thanks to sliding convolutional filters on two-dimensional input data. In 
PdM, the collected sensor data has a spatial structure, 2D-structure as in images. 
That is why CNN is used in this area. A simple CNN architecture consists of a 
convolution layer, a pooling layer and a fully connected layer. CNN models are 
used to solve the RUL predicting task based on multivariate time series data. A 
simple CNN model structure is shown in Fig. 1. 

LSTM networks are variety of recurrent neural network (RNN). LSTM 
networks have a repeating module structure similar to standard RNN, but their 
structure is more complex than standard RNN. LSTM modules have three 
interacting special layers: input gate, forget gate, output gate. 
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Figure 1. Structure of CNN model 

The structure of the LSTM module is shown in Fig. 2. Thanks to this structure, 
LSTM modules remember information received over long periods of time. LSTM 
network are a good tool for modeling multivariate time series data, such as 
forecasting RUL of lithium-ion batteries and others. 

 
Figure 2. Structure of LSTM module 

The state of the LSTM module at time t can be described by the equations 
presented below. Input gate i (t) runs what information will be transmitted to the 
memory cell using previous output and current sensor measurement data. Forget 
gate f (t) runs how the cell will be renewed. Output gate o(t) runs which 
information will be given to next time-step: 

),)1()1()(()( fcfhfxf btWthWtxWtf +−+−+= σ  (1) 
),)1()1()(()( icihixi btcWthWtxWti +−+−+=σ  (2) 

),)1()(tanh()( ghgxg bthWtxWtg +−+=  (3) 
),()()1()()( tgtitctftc ⊗+−⊗=  (4) 

),)()1()(()( οοοοσο btcWthWtxWt chx ++−+=  (5) 

)),(tanh()()(ˆ tctth ⊗=ο  (6) 



International Journal on Information Technologies & Security, № 1, (vol. 14), 2022 66 

where W – weight matrix, b – bias vector, )(tx - is the input in time t, ⊗ - the 

element-wise multiplication, )(ˆ th - the estimation value of  LSTM module output. 
In many tasks, a combination of different models is used to improve the 

predicting accuracy of RUL, because each individual model has its own 
shortcomings and limitations. The hybrid model CNN-LSTM is proposed in this 
study, which gives good results in predicting the RUL of turbofan engines. Since 
we have measurements from many sensors, we place the CNN-layers before the 
LSTM-layers. CNN is used for feature extraction and LSTM is used for 
interpretation of functions on time steps. Deep neural networks (DNN) will train 
the regression model to predict RUL. The DNN structure with one CNN layer and 
LSTM layer for predicting the RUL of  turbofan engines is shown in Fig. 3. 

 
Figure 3. Structure of CNN-LSTM network model 

In this study, we propose the CNN-LSTM-encoder-decoder model for 
predicting the RUL of gas turbine engines also. We create a hybrid CNN-LSTM-
encoder-decoder model, in which CNN can be used as the encoder in the encoder-
decoder architecture, the decoding process is performed by LSTM-decoder. In this 
study, the CNN-encoder architecture contains two convolutional layers, max 
pooling layer, flatten layer, repeat vector layer. LSTM-decoder contains two 
LSTM-layers, Time distributed wrapper, fully connected later. The structure of the 
CNN-LSTM-encoder-decoder model with one CNN layer and LSTM layer is 
shown in Fig. 4. 

 
Figure 4. Structure of CNN-LSTM-encoder-decoder network model  
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CNN-Bidirectional LSTM (CNN-BLSTM) and CNN-Bidirectional GRU 
(CNN-BGRU) are next proposed models in this study. The Bidirectional LSTM is 
a model that consists of two LSTM layers. An input sequence enters the input of 
one layer in the forward direction, and the input of another layer in the backward 
direction. The outputs of the two layers are concatenated at each time step. This 
structure allows the network to receive information about the input sequence in the 
forward and backward direction. This increases the amount of information 
available to the network. The structure of the CNN-BLSTM network with one 
convolution layer and bidirectional layer is shown in Fig. 5. 

 
Figure 5. Structure of CNN-BLSTM network model 

Bidirectional Gated Recurrent Unit (BGRU) – the model consists of two GRU 
layers. GRU cell consists of reset r(t), update z(t) gates. The combination of the 
new input with the previous memory determines with the help of reset gate r(t). 
The decision about how much of the previous memory information is retained to 
calculate the new state is performed by update gate z(t). The state of the GRU cell 
at any time t can be described by the formulas:  

),)1()(()( rhrxr bthWtxWtr +−+= σ  (7) 
),)1()(()( zhzxz bthWtxWtz +−+= σ  (8) 

),)1()(()(tanh()(~
~~~ hhhhx bthtrWtxWth +−⊗+=  (9) 

),(~)()1(ˆ))(1()(ˆ thtzthtzth ⊗+−⊗−=  (10) 
where  W- weight matrixes, b-biases,⊗ -element-wise multiplication,  )(tx - is the 

input in time t, )(ˆ th - the estimation value of  GRU module output. 

4. EXPERIMENTS AND RESULTS 

4.1. Dataset 

The FD001 dataset from the C-MAPSS Dataset was selected for the 
experiments. It contains a set of sensor measurements in flight that imitate the 
behavior of similar aircraft turbine engines and their operational conditions. The set 
contains training and test sets. Both parts contain information about 100 engines. 
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Based on the data from the training set, it is necessary to predict the failure of the 
engine in the test set. RUL is expressed in number of cycles. 

Sensors are sources of information about the condition of equipment 
components and assemblies and the operational conditions of the equipment.  

The examples set is mean as DS . For each example DSi∈ , 
multidimensional sensors data can be presented as time series 
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measurements  of the n sensors at the moment of time 𝑡𝑡. For the i-th example of 
equipment for which a failure was fixed, the length )(iT corresponds to the full 
operational cycle (from initial state to failure), and for the current working 
example, the length )(iT corresponds to the expired time of exploitation (from the 
initial state to the current observed moment of time). For the system for which a 
failure was fixed, we can calculate the remaining resource RUL at each time step: 

010 )( tttRUL −= , if 01 tt ≥ , where: 𝑡𝑡1 - is the time at which the failure occurs 
(maximum time of system exploitation), 𝑡𝑡0  - current time of observation for system 
work (Fig. 6). From here, a set of labeled data is generated. Based on these labeled 
data, models are formed for solving of task: the regression task is used to predict 
the value of the RUL of equipment. The resulting models can be used to develop 
recommendations for the optimal use of equipment. In this case, there are a set of 
characteristics of the system 𝑋𝑋 = {𝑋𝑋1, 𝑋𝑋2,…, 𝑋𝑋k} and a set of possible answers 𝑌𝑌 = 
{𝑦𝑦1, 𝑦𝑦2,…, 𝑦𝑦k}, which form a set of pairs {𝑋𝑋1, 𝑦𝑦1),…, (𝑋𝑋k, 𝑦𝑦k)}. 

 
Figure 6. Dependence of equipment state from time 

Based on this data, it is required to restore the dependence, to build a model 
able to determine the answer Y for any object X. For task of prediction )(iRUL  of 
turbofan engines: there is required to find a function φ , such as 
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The C-MAPSS data set contains four subsets of data (FD001-FD004) received 
from different time series. Each data subset consists of the test data set and a 
training data set, and the number of engines is different in each data subset. The 
engine works normal at the beginning of each time series and fails at the end of the 
time series. In the training set, the fault grows until the system fails and in the test 
set, the time series ends at some time before the system fails. In each time series, 
twenty one sensor parameters and three other parameters (operational setting) show 
the current state of the turbofan engine. Each row gives the data taken during a one 
operation cycle, and each column gives the data of one variable. The content of 
data set file is presented in Table 1. 

                                                Table 1. Content of data set file. 
Number Variable Name  
1 
2 
3 
4 
5 
6 
7 
8 … 
26 

unit number 
time, in cycles 
operational setting 1 
operational setting 2 
operational setting 3 
sensor measurement 1 
sensor measurement 2 

   … 
sensor measurements 21 

 

4.2. Data preprocessing and building of proposed deep neural networks 

Data in FD001 data set in C-MAPSS dataset contains set of engine 
measurements from 21 sensors. For data set the collected data from sensors are 
normalized, using the min-max normalization method: 

( )
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−
=  (11) 

where jix , - i-th data value received from the j-th sensor, ji
normx , - normalized data 

value of jix , , ixmax  and jxmin - the maximum and minimum data values of the 
origin measurement data value received from the j -th sensor. 

In this study a time window is used.  The sensors data within the time window 
at each time step are used as input vector for the network. Time sequence process 
has a good potential for improving of prediction executing. 

To receive the RUL of turbofan engines with great accuracy it was been 
proposed, built and used advanced models, which consist of several types of neural 
network models. It was been proposed, built and used such models: 
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1) LSTM model was built for RUL of turbofan engines prediction, which 
memorize information during long time periods. LSTM is the good instrument for 
model sequence data, in particular multiple time series, 

2) hybrid CNN-LSTM model was built and used for RUL of turbofan engines 
prediction. CNN network is able to extract local information from data when 
convolutional filters slide on two-dimensional input data. The one-dimensional 
CNN was used for feature extraction. The extracted features were the input for 
LSTM network, 

3) hybrid CNN-LSTM-encoder-decoder model was built and used for RUL of 
turbofan engines prediction. With the help of encoder the feature extraction about 
failure from data took place better. Clearing from noise occurs. The accuracy of 
prediction of turbofan engines RUL increased. 

4) hybrid CNN-BLSTM model was built and used  for RUL of turbofan 
engines prediction. The structure of BLSTM allows the network to receive 
information about the input sequence in the forward and backward direction of 
LSTM layer. 

5) hybrid CNN-BGRU model was built and used for RUL of turbofan engines 
prediction. The structure of BGRU allows the network to receive information about 
the input sequence in the forward and backward direction of GRU layer. The 
accuracy of prediction of turbofan engines RUL of CNN-BGRU model higher than 
that for CNN-BLSTM model.  

4.3. Evaluation metrics 

In this study several popular metrics for evaluating the RUL prediction of 
turbofan engines are used: root mean square error (RMSE), mean absolute error 
(MAE), Score.  They are calculated like this: 
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where iY - the difference between the predictive value of RUL and actual value of 
RUL of the i-th testing data sample, N- total number of testing data samples. 

4.4. Results of experiments 

The RUL prediction results by the various proposed models and the 
comparative analysis of the results were performed, results are presented below.  
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The RUL prediction results were obtained and compared, using LSTM, CNN-
LSTM, CNN-LSTM-encoder-decoder, CNN-BLSTM, CNN-BGRU.  

The hybrid CNN-LSTM model includes one-dimensional convolutional neural 
network (1DCNN) and LSTM network. Several 1DCNN layers precede LSTM 
layers. Time window was applied. In test data set each engine has different 
recorded data cycles. The shortest data cycle contain 31 cycles only. If a window 
length greater than 31 is used, the test engines, which have cycles shorter than 31, 
are removed from consideration. The kernel size of 1D convolution was chosen 3 
with padding “same”. The train data set of FD001 data set was applied for training 
of network models. Data from each sensors was preprocessed with min-max 
normalization method. We used early stopping and dropout to avoid overfitting. 
We tracked the loss on data set. If the loss on the data set does not decrease over 5 
epochs, the training is stopped. We then take the best model that has the least loss 
on the data set. Dropout layers have been added to the network architecture, which 
filter out some of the blocks in the previous layer. 

In the proposed hybrid CNN-LSTM-encoder-decoder model CNN used as the 
encoder, the decoding process is performed by LSTM-decoder. The CNN-encoder 
architecture contains two convolutional layers, max pooling layer, flatten layer, 
repeat vector layer. LSTM-decoder contains two LSTM-layers, Time distributed 
wrapper, dropout layers. 

Proposed CNN-BLSTM and CNN-BGRU models are combinations of several 
convolutional layers and several BLSTM or BGRU layers respectively. Several 
1DCNN layers precede BLSTM or BGRU layers. An input sequence is the input of 
one layer of BLSTM or BGRU in the forward direction, and the input of another 
layer in the backward direction. The outputs of the two layers are concatenated at 
each time step. This structure of the network allows to receive information about 
the input sequence in the forward and backward direction. 

The training was carried out on the Google Colaboratory, with a GPU. 
The prediction RUL of turbofan engine using proposed models were obtained. 

The RUL prediction results for test data set are shown in Fig. 7, where each 
number of the test engine corresponds to the RUL value, ground truth and 
predicted. In Fig. 7 you can see that when using models that contain convolutional 
layers, the errors in RUL prediction is significantly reduced – maximal value of 
predicted RUL reduced, what  is nearer to ground truth of RUL. 

Comparison of the RMSE, MAE, Score for prediction results of RUL of 
turbofan engines on test set using proposed models with results of models proposed 
by other authors was presented in Table 2.  
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a) results of LSTM 

model 

 
b) results of CNN-LSTM 

model 

 
c) results of CNN-LSTM-
еncoder-decoder model 

 
d) results of CNN-BLSTM model 

 
e) results of CNN-BGRU model 

Figure 7. RUL prediction results obtained with the help of different models 

 
Table 2. RUL prediction results comparison with results of other models 

Number Models MAE RMSE Score 

1 MLP[22] - 37.36 1800 

2 SVR[22] - 20.96 1380 

3 CNN[22] - 18.45 1290 

4 LSTM 11.352 16.673 311 

5 CNN-LSTM 10.399 14.987 279 

6 CNN-LSTM-encoder-decoder 10.326 14.953 256 

7 CNN-BLSTM 11.316 15.591 292 

8 CNN-BGRU 11.277 15.497 286 
 

Results in Table 2 shows that the lowest RMSE, MAE, Score value obtained 
using the CNN-LSTM-encoder-decoder model among the proposed models.  

We also test the proposed models to predict the RUL of each engine in cycles, 
since we want to observe the process of its degradation. In Fig. 8 it is shown the 
RUL prediction results for engine # 61 in cycles, using different models.  
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RMSE=12.83 

 
a) results of LSTM model 

RMSE=8.79 

 
b) results of CNN-LSTM  model 

RMSE=7.78 

 
с)  results of CNN-LSTM-encoder-decoder 

model 

RMSE=11.76    

 
d) results of CNN-BLSTM model 

RMSE=8.05 

 
e) results of CNN-BGRU model 

Figure 8. RUL prediction results for engine # 61 in cycles, using different models. 

It can be seen the degradation process of engine # 61 in cycles. Each figure 
shows trajectories of RUL: ground truth and predicted for each proposed models 
respectively. It can be seen from Fig. 8, a lowest RMSE value is observed when 
using the CNN-LSTM-encoder-decoder model. The accuracy of prediction of 
turbofan engines RUL of CNN-BGRU model higher than that for CNN-BLSTM 
model. Based on a comparison of the results obtained, we conclude that the CNN-
LSTM-encoder-decoder model allows more accurately predict RUL of turbofan 
engine among the proposed models. The RMSE, Score of models, proposed in this 
study, shows that they are smaller than RMSE, Score of others models, what 
demonstrate the efficiency of proposed models.   
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5. CONCLUSION 

In this study, new deep learning models for predicting RUL of turbofan 
engines are proposed, which based on CNN and LSTM models: LSTM, CNN-
LSTM, CNN-LSTM-encoder-decoder, CNN-BLSTM, CNN-BGRU. To avoid 
overfitting dropout technique, early stopping are employed. The experiments were 
carried out on the C-MAPSS data set, which showed the effectiveness of proposed 
methods. Good results were obtained using data preprocessing, technique to avoid 
overfitting with proposed models. The RUL of turbofan engines was estimated 
with small errors. It was shown that lowest RMSE, MAE, Score values obtained 
using the CNN-LSTM-encoder-decoder model for predicting RUL of turbofan 
engines among the proposed models. The obtained results were compared with  
results of other researchers. The proposed network models have shown their 
efficiency, high accuracy, and the possibility of being used in industrial 
applications. Using  these models will increase the reliability and safety of systems, 
and reduce maintenance costs. In future research, it is desirable to use these 
network models for other applications. 
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